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1. Introduction

Rapid development of microelectronics during the past years allowed the emergence of high-performance implantable biomedical microsystems (IBMs). Nowadays, these systems share many features and basic components, and are being used in different applications such as neural signal recording, functional muscular stimulation, and neural prostheses. Due to implant size limitations in a wide range of applications, and the necessity for avoiding wires to reduce the risk of infection, wireless operation of IBMs is inevitable. Hence, an IBM is usually interfaced with an external host through a wireless link. In order to minimize the complexity and size of an implant, most of the signal processing units are kept outside the body and embedded in the external host. Moreover, the power needed for the implant modules including a central processing and control unit, stimulators and sensors is transmitted by the external host via wireless interfacing. The wireless link is also used for bidirectional data transfer between the implanted device and the outside world. Thus, as shown in Fig. 1, the wireless interface on the implant needs to contain a power regulator, a demodulator for receiving control/programming data (forward data telemetry), and a modulator for sending the recorded signals and implant status to the external host (reverse data telemetry).

Daily increase in the complexity of IBMs leads to demand for sending higher power and data rates towards the implants. This is more obvious in high-density stimulating microsystems such as visual prostheses. Therefore, forward telemetry, which is the main focus of this chapter, has an important role in today’s high-performance IBMs.

Design of RF links for power and data telemetry is usually performed based on both system-level aspects (i.e., functional architecture and physical structure), and power transfer efficiency and data rate requirements. This includes physical design of the link, carrier frequency and power of the RF signal, data rate, and also modulation scheme considered for forward and reverse data telemetry. It should be added that there are other important concerns that need to be studied in this area, such as safety levels for the exposure of the human body to electromagnetic waves.

This chapter begins with a discussion on limitations in the design of wireless links due to electromagnetic safety standards. Then, different types of wireless links are introduced and compared, following which, the trend towards multiple carrier links is highlighted. In
forward data telemetry, commonly-used modulation schemes along with their pros and cons are studied. Finally, recent works on clock recovery and demodulator circuits are presented in detail.

2. Biological concerns

2.1 IEEE standard C95.1-2005
Electromagnetic fields generated by telemetry systems can potentially lead to power dissipation in living tissues and consequently cause damages to the tissue that are sometimes irreversible. Hence, when designing a device capable of wireless data exchange with the external world, it is an inseparable part of the designer’s responsibility to make sure that the RF energy generated by the device fulfills the safety levels enforced by the standards for the exposure of human body to RF energy. This is a major concern in the design of wireless portable devices such as laptops and cell phones, and IBMs are not exceptions. Designer of a wireless link needs to make sure that potentially hazardous fields are not exceeded, as indicated in some electromagnetic safety standards. One of the well-known resources in this area is the IEEE standard for safety levels with respect to human exposure to radio frequency electromagnetic fields, 3 KHz to 300 GHz (IEEE Std C95.1-2005). This standard emphasizes that radio frequency (RF) exposure causes adverse health effects only when the exposure results in detrimental increase in the temperature of the core body or localized area of the body. For frequencies between 100 KHz and 3 GHz (which are used in most telemetry applications), basic restrictions (BRs) are expressed in terms of specific absorption rate (SAR) in the standard. This is, indeed, the power absorbed by (dissipated in) unit mass of tissue (Lazzi, 2005). At any point of the human body, SAR is related to the electric field as

\[
\text{SAR}(x,y,z) = \frac{\sigma(x,y,z) E^2(x,y,z)}{2\rho(x,y,z)}
\]
where \( \sigma \) is the tissue conductivity (in S/m), \( \rho \) is the tissue density (Kg/m\(^3\)), and \( E \) is the electric field strength (V/m) at point \((x,y,z)\). Consequently, the SI unit of SAR is Watt per kilogram (W/Kg). In Table 1, BRs for whole-body and localized exposure for both the people in controlled environments and the general public when an RF safety program is unavailable (action level), are shown. The localized exposure BRs are expressed in terms of peak spatial-average SAR which is the maximum local SAR averaged over any 10-grams of tissue in the shape of a cube.

<table>
<thead>
<tr>
<th>Measure</th>
<th>General public</th>
<th>Persons in controlled environments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole-body exposure</td>
<td>Whole-Body Average (WBA)</td>
<td>0.08</td>
</tr>
<tr>
<td>Localized exposure</td>
<td>Localized Extremities* &amp; pinnae</td>
<td>Peak spatial average</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The extremities are the arms and legs distal from the elbows and knees, respectively.

Table 1. BRs for frequencies between 100 KHz and 3 GHz (IEEE standard C95.1-2005).

It should be noted that due to the difficulty in calculation of SAR values and for convenience in exposure assessment, maximum permissible exposures (MPEs), which are sometimes called investigation levels, are provided in this IEEE standard (Table 2). However, two issues must be kept in mind. First, compliance with this standard includes a determination that the SAR limits are not exceeded. This means that if an exposure is below the BRs, the MPEs can be exceeded. Second, in some exposure conditions, especially when the body is extremely close to an RF field source and in highly localized exposures (which is the case in IBMs), compliance with the MPEs may not ensure that the local SARs comply with the BRs. Therefore, for IBMs, SAR evaluation is necessary and the MPEs cannot be used.

<table>
<thead>
<tr>
<th>Frequency range (MHz)</th>
<th>RMS electric field strength (V/m)</th>
<th>RMS magnetic field strength (A/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1-1.34</td>
<td>614</td>
<td>16.3/(f_M)</td>
</tr>
<tr>
<td>1.34-3</td>
<td>823.8/(f_M)*</td>
<td>16.3/(f_M)</td>
</tr>
<tr>
<td>3-30</td>
<td>823.8/(f_M)</td>
<td>16.3/(f_M)</td>
</tr>
<tr>
<td>30-100</td>
<td>27.5</td>
<td>158.3/(f_M^{1.668})</td>
</tr>
<tr>
<td>100-400</td>
<td>27.5</td>
<td>0.0729</td>
</tr>
</tbody>
</table>

* \(f_M\) is the frequency in MHz.

Table 2. MPE for general public (IEEE standard C95.1-2005).

### 2.2 SAR calculation

In order to estimate the electric field and SAR in the human body, numerical methods of calculation can be used. One of the most commonly used numerical techniques for electromagnetic field dosimetry, is the finite-difference time-domain (FDTD) method, which is a direct solution of Maxwell’s curl equations in the time domain. Most of electromagnetic simulators (e.g., SEMCAD X by SPEAG and CST Microwave Studio), in conjunction with computational human-body models, can perform FDTD and SAR calculations. In recent
years, three-dimensional (3-D) whole body human models have been developed based on high-resolution magnetic resonance imaging (MRI) scans of healthy volunteers (Dymbylow, 2005; Christ et al., 2010). Providing a high level of anatomical details, these models play an important role in optimizing evaluation of electromagnetic exposures, e.g. in the human body models presented in (Christ et al., 2010) more than 80 different tissue types are distinguished.

3. Wireless links

3.1 Inductive links

The wireless link for forward power and data telemetry is mostly implemented by two closely-spaced, inductively coupled coils (Fig. 2). The secondary coil is implanted in the human body and the primary coil is kept outside. Usually these coils are a few millimeters apart, with thin layers of living tissues in between. In this approach, normally both sides of the link are tuned to the same resonant frequency to increase the power transmission efficiency (Sawan et al., 2005; Jow & Ghovanloo, 2009). This frequency is known as the carrier frequency and is limited to a few tens of megahertz for transferring relatively large amounts of energy to the implant. This is due to the fact that power dissipation in the tissue, which results in excessive temperature rise, increases as the carrier frequency squared (Lin, 1986). Employing low-frequency carriers is also supported by recent SAR calculations, e.g. in the telemetry link of an epiretinal prosthesis reported in (Singh et al., 2009), the SAR limit of the IEEE standard would be crossed around 16 MHz for a normalized peak current of 0.62 A in the primary coil. Thus, for power transmission, carrier frequencies of inductive links are typically chosen below 15 MHz (Jow & Ghovanloo, 2007 & 2009; Simard et al., 2010).

![Fig. 2. General block diagram of an inductive power link](image)

In order to convert the dc voltage of an external DC power supply (or battery) to a magnetic field, the primary coil is driven by a power amplifier, as illustrated in Fig. 3(a). In these biomedical applications, usually a class-E amplifier is used because of its high efficiency which is theoretically near 100% (Socal, 1975). As the coils are mutually coupled, magnetic field in the primary coil \(L_1\) induces an ac voltage on the secondary coil \(L_2\). This voltage is then rectified and regulated to generate the dc supply voltages required to operate the implanted electronics. To simplify the efficiency equations, usually the mutual inductance \(M\) of the coils is normalized with respect to \(L_1\) and \(L_2\) by defining \(K\) as the coils coupling coefficient (Jow and Ghovanloo; 2007)
Moreover, the rectifier, the regulator and the power consumption of all implanted circuits are modeled with an equivalent ac resistance $R_1$ (Kendir et al., 2005; Van Schuglenbergh & Puers, 2009). A simplified schematic for an inductive link is shown in Fig. 3(a) for efficiency calculations. The resistor $R_1$ is a combination of effective series resistance (ESR) of $L_1$ (used to estimate coil losses) and the output resistance of the power amplifier, while $R_2$ is the ESR of $L_2$ (Liu et al., 2005; Harrison, 2007). The capacitors $C_1$ and $C_2$ are used to create a resonance on the primary and secondary sides of the link, respectively at

$$\omega_0 = \frac{1}{\sqrt{L_1C_1}} = \frac{1}{\sqrt{L_2C_2}}.$$  

It is worth noting that $C_2$ is in fact a combination of the added capacitor and the parasitic capacitance of the secondary coil.

Efficiency of the secondary side of the link ($\eta_2$) can be calculated by transforming $R_2$ to its parallel equivalent at resonance, $R_{P2}$ (Fig. 3(b))

$$R_{P2} = R_2 \left(1+Q_2^2\right) = Q_2^2 R_2$$

where $Q_2=\omega_0 L_2 / R_2$ is the quality factor of the unloaded-secondary circuit. In this case, $R_L$ and $R_{P2}$ both receive the same voltage and $\eta_2$ is given by

$$\eta_2 = \frac{R_{P2}}{R_{P2} + R_L} = \frac{Q_2}{Q_2 + Q_L}$$

where $Q_L=\omega_0 R_1 C_2 = R_L / \omega_0 L_2$ is named as the effective Q of the load network (Baker & Sarapeshkar, 2007).

Fig. 3. (a) Simplified schematic of an inductive link. (b) and (c) Equivalent circuit diagrams.
To find the efficiency of the primary side of the link (\(\eta_1\)), first the coupling between the coils is modeled as an ideal transformer, and two inductances \(L_{\text{Equ1}} = L_1 (1 - K^2)\) and \(L_{\text{Equ2}} = K^2 L_1\) (Fig. 3(c)) (Harrison, 2007). Then, \(C_2\) and \(R_{\text{Equ}} = R_1 \parallel R_{\text{P2}}\) are reflected through the ideal transformer, resulting in values of \(C_{\text{Reflect}} = (C_2 / K^2)(L_2 / L_1)\) and \(R_{\text{Reflect}} = (K^2 L_1 / K^2) R_{\text{Equ}}\). As \(C_{\text{Reflect}}\) and \(L_{\text{Equ2}}\) resonate at \(\omega_0\), \(\eta_1\) can be defined as

\[
\eta_1 = \frac{R_{\text{Reflect}}}{R_{\text{Reflect}} + R_1} = \frac{K^2 Q_1 Q_2}{1 + K^2 Q_1 Q_2 + \frac{R_{\text{P2}}}{R_L}} = \frac{K^2 Q_1 Q_2}{1 + K^2 Q_1 Q_2 + \frac{Q_2}{Q_L}}
\]

where \(Q_1 = \omega_0 L_1 / R_1\) is the quality factor of the primary circuit in the absence of magnetic coupling. Therefore, total power efficiency for an inductive link is defined as:

\[
\eta = \eta_1 \eta_2 = \frac{K^2 Q_1 Q_2}{1 + K^2 Q_1 Q_2 + \frac{Q_2}{Q_L}} \times \frac{1}{1 + Q_L / Q_2}.
\]

Equation (7) shows that besides the loading network, \(\eta\) is affected by the coupling coefficient and the quality factors of the coils which are dependent on the coils’ geometries, relative distance, and number of turns. For high efficiencies, both \(\eta_1\) and \(\eta_2\) should be maximized. This occurs when

\[
1 << \frac{Q_2}{Q_L} = \frac{L_2}{R_L} \frac{1}{R_2 C_2} << K^2 Q_1 Q_2 = \frac{K^2 L_1}{L_2} \frac{1}{R_2 C_2}.
\]

However, in IBMs the coils are weakly coupled and \(K\) is typically below 0.4 (Kendir et al., 2005; Jow & Ghovanloo, 2009; Simard et al., 2010). Thus, depending on the application, the above conditions might not be satisfied and the overall link efficiency should be maximized with a different method. From equations (5) and (6), increasing \(Q_L\) decreases \(\eta_1\) and increases \(\eta_2\). This means that there is an optimum value for \(Q_L\), for which the total efficiency is maximized (Baker & Sarpeshkar, 2007; Van Schuylenbergh & Puer, 2009). In other words, one can determine an optimum loading condition that maximizes the total efficiency. By differentiating (7) with respect to \(Q_L\), the optimum \(Q_L\) can be found as

\[
Q_{L, \text{opt}} = \frac{Q_2}{\sqrt{1 + K^2 Q_1 Q_2}}.
\]

Consequently, maximum achievable efficiency is given by

\[
\eta_{\text{Max}} = \frac{K^2 Q_1 Q_2}{(1 + \sqrt{1 + K^2 Q_1 Q_2})^2}
\]

and is plotted as a function of \(K^2 Q_1 Q_2\) in Fig. 4.
Wire wound coils have been employed in IBM inductive links for many years. These coils are made of filament wires in the form of a single or multiple individually insulated strands twisted into circular shapes (Litz wires) which reduce the coil losses at high frequencies (Jow & Ghovanloo, 2007). To achieve higher efficiencies, mutual inductance between the primary and secondary coils can be increased by utilizing ferrite cores (Sodagar et al., 2009b). However, as illustrated in Fig. 5(a), with both air cores and ferromagnetic cores, the use of regular coils has a major drawback: Magnetic flux lines are formed around the primary coil as a result of the flow of current through it. They close their paths through the air and spread all around the coil. Therefore, the implanted sensitive analog circuitry is exposed to a major portion of the electromagnetic energy radiated by the primary coil. To reduce the electromagnetic interferences caused by inductive coupling, use of E-shape cores is proposed in (Sodagar et al., 2009b). As shown in Fig. 5(b), primary and secondary coils are wrapped across the cores’ middle fingers. This method helps confine the electromagnetic flux within the ferrite cores by forming a closed magnetic circuit through which it can flow. The flux can only radiate some energy to the outside when it passes through the inevitable gap between the two coils. Fig. 5(c) shows a photograph of the coils used to power up a multichannel neural recording system utilizing this technique, which is presented in (Sodagar et al., 2009b). The E-shape ferrite coils are 5.4 mm × 2 mm × 2.7 mm (L×W×H) with the middle finger and the side fingers 1.5 mm and 0.7 mm thick, respectively.

Inductive links can also be implemented by employing printed spiral coils (PSCs). As wire-wound coils cannot be batch-fabricated or shrunk down in size without the use of sophisticated machinery (Jow & Ghovanloo, 2007), PSCs have drawn a lot of attention in recent years. Such planar coils are produced using standard photolithographic and microfabrication techniques on flexible or rigid substrates. Thus, the geometrics of PSCs, which are important factors in the link power efficiency, can be accurately defined. A typical square-shaped PSC is shown in Fig. 6, in which $D_o$ and $D_i$ are the outer and inner diameters of the coil, $W$ is the width of the tracks, and $S$ is the track spacing. Because of size constraints, usually the outer diameter of implanted coils is limited to 10 mm, while the external coils might have larger diameters, depending on the application (Shah et al., 1998; Jow & Ghovanloo, 2007). Classically, in IBMs power and data are transferred through the same wireless link, with the data modulated on the same carrier used for power transfer. However, power transfer is more efficient with high-$Q$ coils, while in many applications...
such as retinal implants, wideband data transfer is needed, demanding for low quality factors of the coils. Due to contradictory requirements of power and data transfer, there is a trend towards utilizing multiple carrier links in which separate coils are designed for power and data (Ghovanloo & Alturi, 2007; Jow & Ghovanloo, 2008; Simard et al., 2010). These links typically take advantage of PSCs for power transmission. As the data carrier amplitude is much smaller than the power carrier, crosstalk becomes an important issue in multiple carrier links design. Different geometries and orientations of data coils have been reported for solving this problem. In (Jow & Ghovanloo, 2008) vertical and figure-8 data coils are proposed to reduce the cross coupling between power and data coils. Vertical coils are wound across the diameter of the power PSCs, while figure-8 types are implemented as PSCs in the same substrate of the power PSCs and parallel to them. Results show that vertical coils attenuate the power carrier interference more, when the coils are perfectly aligned. On the other hand, figure-8 coils are less sensitive to horizontal misalignments. In (Simard et al., 2010) another geometry named coplanar geometry is presented. Based on the results, in comparison with vertical and figure-8 coils, this approach provides better immunity to crosstalk under misalignments. However, as the total area of the wireless link is increased, it might not be usable in some applications.
Multiple carrier architectures allow designing and optimizing power and data links separately and based on their own specific requirements. As a result, optimized data links for different modulation techniques have been reported (Ghovanloo & Alturi, 2007; Simard et al., 2010). Furthermore, by increasing the quality factors of the power coils, efficiencies as high as 72% has been achieved (Jow & Ghovanloo, 2009).

3.2 Capacitive links
Although capacitive coupling has been already used for inter-chip data communication (Canegallo et al., 2007; Fazzi et al., 2008) and even for power transfer (Culurciello & Andreou, 2006), it was studied for implantable biomedical applications in (Sodagar & Amiri, 2009) for the first time. This method is based on capacitive coupling between two parallel plates. One of the plates is placed on the implant side and the other is attached to the skin on the external side. The plates are aligned to have maximum overlapping, while the skin and thin layers of tissue act as dielectric. In this approach, electric field is used as the carrier for power and data, contrary to the traditional inductive approach where magnetic field plays the key role. As illustrated in Fig. 7, the field lines defining the RF energy conveying power and data in capacitive links are well confined within the area considered for this purpose. This helps extremely reduce or even eliminate the relatively large electromagnetic interference on the sensitive analog circuitry in the system. A significant side benefit of this energy confinement is that several power, data and clock signals can be exchanged between the implant and the external setup without interfering with each other even at the same frequencies. Moreover, another important advantage of capacitive links is that they are naturally compatible with standard integrated circuit (IC) fabrication technologies.

A simplified schematic of a capacitive link is shown in Fig. 8, where $V_{\text{ext}}$ is the input voltage, $C_{\text{Body1}}$ and $C_{\text{Body2}}$ are the capacitances between the implanted and external plates, $C_{\text{in}}$ is the equivalent input capacitance of the circuits directly connected to the link, and $R_L$ is the equivalent ac resistance of the loading network. The voltage received on the implant side, $V_{\text{intr}}$, is determined as
\[ V_{\text{int}} = V_{\text{ext}} \left( \frac{R_L^2 (1 + P)}{R_L (1 + P)^2 + X_{\text{Ceq}}^2} + j \frac{R_L X_{\text{Ceq}}}{R_L (1 + P)^2 + X_{\text{Ceq}}^2} \right) \]  \(\text{(11)}\)

where \(X_{\text{Ceq}}\) is the reactance of \(C_{\text{eq}}=C_{\text{Body1}}+C_{\text{Body2}}\), and \(P=C_{\text{in}}/C_{\text{eq}}\). Assuming \(C_{\text{in}}<<C_{\text{eq}}\) equation (11) becomes

\[ V_{\text{int}} = V_{\text{ext}} \left( \frac{R_L^2}{R_L^2 + X_{\text{Ceq}}^2} + j \frac{R_L X_{\text{Ceq}}}{R_L^2 + X_{\text{Ceq}}^2} \right) \]  \(\text{(12)}\)

and the voltage transfer rate is given by

\[ \left| \frac{V_{\text{int}}}{V_{\text{ext}}} \right| = \sqrt{\frac{R_L^2}{R_L^2 + X_{\text{Ceq}}^2}} \]  \(\text{(13)}\)

Thus, \(V_{\text{int}}\) is maximized when \(X_{\text{Ceq}}<<R_L\).

Fig. 7. Energy confinement in the capacitive coupling approach.

Fig. 8. Simplified schematic of a capacitive link.
Unit capacitances and reactance of 1 mm × 1 mm parallel plates 1 mm apart from each other are calculated and plotted in Figs. 9 and 10 for frequencies between 100 kHz and 10 MHz. Calculations are based on the dielectric properties of biological tissues at RF and microwave frequencies reported in (Gabriel et al., 1996a, b & c), which are also available as an internet resource by the Italian National Research Council, Institute for Applied Physics (IFAC). Fig. 9 shows that, in general, unit capacitances of the skin and muscle increase with the frequency. However, as illustrated in Fig. 10, unit reactance of dry skin decreases as the frequency increases, while unit reactances of wet skin and muscle are almost constant and only change about 20% over the frequency range 1 MHz – 10 MHz.

Fig. 9. Unit capacitance of 1 mm × 1 mm plates 1 mm apart from each other for frequencies between (a) 100 kHz and 1 MHz, and (b) 1 MHz and 10 MHz

Fig. 10. Unit reactance of 1 mm × 1 mm plates 1 mm apart from each other for frequencies between (a) 100 kHz and 1 MHz, and (b) 1 MHz and 10 MHz
According to Equation (13) $R_L$ plays a key role in the voltage transfer rate of a capacitive link. Hence, it is of crucial importance to note that the value of $R_L$ for power transfer through a telemetry link is completely different from the case where the link is used for data telemetry. Thus, similarly to inductive links, it is more practical to use the multiple carrier approach, and design each link separately. In data links, $C_{Body1}$ and $C_{Body2}$ are connected to high-impedance nodes, such as inputs of voltage buffers or comparators (Asgarian & Sodagar, 2010). This implies that even with small plates, voltage transfer rates close to 1 can be achieved. For instance, 2 mm × 2 mm plates 3 mm apart from each other result in a $X_{Ceq}$ less than 4 kΩ (assuming dry skin as the dielectric), which is relatively much smaller than $R_L$ in data links. On the other hand, in power transmission $R_L$ is typically below 10 kΩ modeling substantial current draw from the power source. To optimize the voltage gain, $X_{Ceq}$ should be kept as low as possible. This is achieved by choosing larger plates, while still complying with the implant size constraints. As an example, with dry skin as the dielectric and 5 mm × 5 mm plates 3 mm apart from each other, $X_{Ceq}$ and voltage transfer rate are about 0.6 kΩ and 95%, respectively, for $R_L$=2 kΩ.

4. Data transfer to biomedical implants

4.1 Modulation schemes

Regardless of the type of the telemetry link, data needs to be modulated onto a carrier for wireless transmission. Forward data telemetry should be capable of providing a relatively high data rate, especially in applications where the implant interfaces with the central nervous system such as visual prostheses (Ghovanloo & Najafi, 2004). On the other hand, as discussed before, there are limitations on increasing the carrier frequency for implantable devices. Therefore, data-rate-to-carrier-frequency (DRCF) ratio is introduced as an important measure, indicating the amount of data successfully modulated on a certain carrier frequency. From among the different types of modulation schemes available for wireless data transfer, digital modulation techniques including amplitude shift keying (ASK), frequency shift keying (FSK), and phase shift keying (PSK) are more commonly used in IBMs. These modulations are illustrated in Fig. 11.

![Digital modulation schemes](image_url)

Fig. 11. Digital modulation schemes: (a) ASK, (b) PSK, and (c) FSK.
Although ASK has been used in some early works due to its simple modulation and demodulation circuitry, it suffers from low data rate transmission and high sensitivity to amplitude noise (Sodagar & Najafi, 2006; Razavi, 1998). In FSK, employing two different carrier frequencies limits the data rate to the lower frequency and consequently decreases the DRCF ratio. In contrast with FSK, PSK benefits from fixed carrier frequency and provide data rates as high as the carrier frequency (DRCF=100%).

In terms of bit error rate (BER), PSK exhibits considerable advantage over FSK and ASK at the same amplitude levels. This can be easily shown by plotting signal constellations or signal spaces for different modulation techniques (Fig. 12), and considering the fact that BER is mostly affected by the points with the minimum Cartesian distance in a constellation (Razavi, 1998). Additionally, a detailed analysis of two types of PSK modulation, binary PSK (BPSK) and quadrature PSK (QPSK) is given in (Razavi, 1998), which shows that they have nearly equal probabilities of error if the transmitted power, bit rate, and the differences between the bit energy and symbol energy are taken into account.

\[ x_{BASK}(t) = \alpha_1 \times \cos \omega_1 t \]
\[ x_{BFSK}(t) = \alpha_1 \times \cos \omega_1 t + \alpha_2 \times \cos \omega_2 t \]
\[ [\alpha_1, \alpha_2] = [0, AC] \text{ or } [AC, 0] \]

For maximum distance between the points in the signal space, the two basis functions must be orthogonal over one bit period (Razavi, 1998). This system is also known as orthogonal BFSK.

Fig. 12. Signal constellation of binary (a) ASK, (b) PSK, and (c) FSK modulations.

### 4.2 Data and clock recovery circuits

#### 4.2.1 Amplitude Shift Keying (ASK)

One of the first techniques employed for digital data modulation in IBMs is ASK. In this technique, two carrier amplitude levels are assigned to logic levels “0” and “1”, as illustrated in Fig. 11(a). Perhaps it was the straightforward implementation of both modulators and demodulators for ASK that attracted the interest of designers to this modulation scheme. To facilitate detection of ASK-modulated data on the receiver end and reduce the possibility of having errors in data transfer, there should be enough distinction between the two amplitude levels associated with 0’s and 1’s, \( A_L \) and \( A_H \), respectively. 

**Modulation index (depth)** is a measure for this distinction, which is defined for ASK as:

\[ m\% = \frac{A_H - A_L}{A_H} \times 100\% \]  

It is, however, the nature of amplitude modulation techniques, e.g., AM for analog and ASK for digital, that makes them susceptible to noise. To overcome this weakness, modulation index is chosen as high as possible.
When used only for data telemetry (not for power telemetry), whether from the implant to the outside world or vice versa, ASK modulation index can be increased to even 100%. This extreme for ASK, also referred to as On-Off Keying (OOK), obviously exhibits the best robustness against noise in ASK. A side benefit for increasing the modulation index to 100% is the power saving achieved by not spending energy to transmit logical 0’s to the outside. Examples of using OOK only for data telemetry are (Yu & Bashirullah, 2006; Sodagar, et al., 2006 & 2009a).

Early attempts in designing IBM wireless links for both power and data telemetry employed ASK technique for modulation. The functional neuromuscular stimulator microsystem designed by (Akin & Najafi, 1994) is an example of a complete system that wirelessly receives power and data from the outside and returns backward data to the outside all using ASK modulation. Although ASK was successfully used for both power and data telemetry in several works (Von-Arx & Najafi, 1998; Yu & Najafi, 2001; Coulombe et al., 2003), it could not satisfy the somehow conflicting requirements for efficient telemetry of power and data at the same time. One of such conflicts can be explained as follows: The power regulator block needs to be designed to work desirably even when the amplitude received through the link is at $A_L$. For this purpose, $A_L$ should be high enough to provide sufficient overhead voltage on top of the regulated voltage. On the other hand, it was explained before that $A_H$ needs to be well above $A_L$ in order to result in a high-quality data transfer, i.e., a low BER. This leads to two major problems:

- From the circuit design viewpoint, the regulator needs to be strong enough to suppress the large amplitude fluctuations associated with switchings between $A_L$ and $A_H$. Not only these fluctuations are large in amplitude, they are also low in frequency as compared to the carrier frequency. This makes the design of the regulator challenging, especially if it is expected to be fully integrated.
- $A_H$ values much higher than $A_L$ are not welcomed from the standpoint of tissue safety either. This is because at $A_H$ the amount of the power transferred through the tissue is much higher than what the system needs to receive (already guaranteed by the carrier energy at $A_L$).

Although ASK technique is a possible candidate for reverse data telemetry in the same way as the other modulation techniques are, it is a special choice in passive reverse telemetry. In this method, also known as Load-Shift Keying (LSK), reverse data is transferred back to the external host through the same link used for forward telemetry. While the forward data is modulated on the amplitude, frequency, or phase of the incoming carrier, backward data is modulated on the energy drawn through the link. The backward data is simply detected from the current flowing through the primary coil on the external side of the inductive link. What happens in the LSK method is, indeed, ASK modulation of the reverse data on the energy transferred through the link or on the current through the primary coil.

### 4.2.1 Frequency Shift Keying (FSK)

Three FSK demodulators are studied in (Ghovanloo & Najafi, 2004) that employ two carrier frequencies $f_1$ and $f_0=2f_1$ to transmit logic “1” and “0” levels, respectively. As a result, the minimum bit-time is $1/f_1$ and data rates higher than $f_1$ cannot be achieved. Moreover, by considering the average frequency as $(f_1+f_0)/2$, the DRCF ratio is limited to 67%. In all three circuits, FSK data is transmitted using a phase-coherent protocol, in which both of the carrier frequencies have a fixed phase at the start of each bit-time (Fig. 13). Whether a zero or 180° phase offset is chosen for sinusoidal FSK symbols, data bits are detected on the
receiver side by measuring the period of each received carrier cycle. In this case, every single long period (a single cycle of $f_1$) represents a “1” bit and every two successive short periods (two cycles of $f_0$) indicate a “0” bit. As illustrated in Fig. 14, in the demodulators reported by (Ghovanloo & Najafi, 2004), the received FSK carrier first passes through a clock regenerator block, which squares up the analog sinusoidal carrier. For period or, in general, time measurement in FSK demodulation, both analog and digital approaches have been examined.

![Fig. 13. Phase-coherent BFSK Modulation.](image)

![Fig. 14. General block diagram of the demodulators presented in (Ghovanloo & Najafi, 2004)](image)

The analog approach is based on charging a capacitor with a constant current to examine if its voltage exceeds a certain threshold level (logic “1” detection) or not (logic “0” detection). In this method, charging and discharging the capacitor should be controlled by the logic levels of the digitized FSK carrier. The demodulator, in which the capacitor voltage is compared with a constant reference voltage, is known as referenced differential FSK (RDFSK) demodulator. On the other hand, in fully differential FSK (FDFSK) demodulator, two unequal capacitors are charged with different currents, and their voltages are compared by a Schmitt trigger comparator.

In the digital FSK (DFSK) demodulator scheme, duration of carrier cycles is measured with a 3-bit counter, which only runs at the first halves of the carrier cycles (i.e., during $T_{1/2}$ and $T_{0/2}$). The final count value of the counter is then compared with a constant reference number to determine whether a short or long period cycle has been received. The counter clock, which is provided by a 5-stage ring oscillator, is several times higher than $f_0$. and
should be chosen in such a way that the counter can discriminate between $T_1/2=1/(2f_1)$ and $T_0/2=1/(4f_1)$ time periods.

In all the three demodulators, the output of the comparator is fed into a digital block to generate the received data bit-stream. Additionally, detection of a long carrier cycle or two successive short carrier cycles in every bit-time is used along with the digitized FSK carrier to extract a constant frequency clock.

Measurement results of the three circuits in (Ghovanloo & Najafi, 2004) indicate that with 5 and 10 MHz carrier frequencies over a wideband inductive link, the DFSK demodulator has the highest data rate (2.5 Mbps) and the lowest power consumption. At lower carrier frequencies, however, since the current required to charge the capacitor in the RDFS K method can be very small, the RDFS K circuit might be more power efficient. On the other hand, due to the fact that the FDFS K demodulator benefits from a differential architecture, it is more robust against process variations. It should be noted that the inductive link used in (Ghovanloo & Najafi, 2004) was designed for both power and data transfer. Hence, data rate for the DFSK demodulator was limited to 2.5 Mbps in order to comply with the limited wireless link bandwidth set for efficient power transfer. In other words, the DFSK method would be capable of providing data rates as high as 5 Mbps (equal to the lower carrier frequency) if the link was designed merely for data telemetry.

4.2.3 Phase Shift Keying (PSK)

Recently, PSK modulation with constant amplitude symbols and fixed carrier frequency has attracted great attention in designing wireless links for IBMs (Zhou & Liu, 2007; Asgarian & Sodagar, 2009b; Simard et al., 2010). Demodulators based on both coherent and noncoherent schemes have been reported. In coherent detection, phase synchronization between the received signal and the receiver, called carrier recovery, is needed (Razavi, 1998). Therefore, noncoherent detectors are generally less complex and have wider usage in RF applications in spite of their higher BERs (Razavi, 1998). Coherent BPS K demodulators are mostly implemented by the COSTAS loop technique (Fig. 15), which is made up of two parallel phase-locked-loops (PLL). In Fig. 15, $d(t)$ represents the transmitted data (“1” or “-1”), $\theta_1$ is the received carrier phase, $\theta_2$ is the phase of the oscillator output, and the upper and lower branches are called in-phase and quadrature-phase branches, respectively. In this method the goal is to control the local oscillator with a signal that is independent of the data stream ($d(t)$) and is only proportional to the phase error ($\theta_1-\theta_2$). In the locked state, phase error is approximately zero and the demodulated data is the output of the in-phase branch.

In order to reduce the complexity of conventional COSTAS-loop-based BPS K demodulators, nowadays, they are mainly designed by digital techniques such as filtering, phase shifting, and digital control oscillators (Sawan et al., 2005). Employing these techniques and inspiring from digital PLLs, a coherent BPS K demodulator is proposed in (Hu & Sawan, 2005). It is shown that the circuit behaves as a second-order linear PLL, and its natural frequency and damping factor are also calculated. Maximum data rate of the demodulator depends on the lock-in time of the loop which is determined by the natural frequency (Hu & Sawan, 2005). Increasing the natural frequency may decrease the damping factor and affect the dynamic performance of the system. Therefore, the maximum data rate measured for a 10-MHz carrier frequency is 1.12 Mbps, which results in a DRCF ratio of only 11.2% for this circuit. This idea is then evolved into a QPSK demodulator in (Deng et al., 2006) to achieve higher data rates. Moreover, improved version of the QPSK demodulator is studied in (Lu &
Fig. 15. COSTAS loop for BPSK demodulation.

Sawan, 2008) and is tested with a multiple carrier inductive link and a carrier frequency of 13.56 MHz in (Simard et al., 2010). According to the experimental results, maximum data rate and DRCF ratio for this circuit are 4.16 Mbps and about 30%, respectively.

Noncoherent BPSK demodulators can be implemented much simpler than coherent ones. Fig. 16 shows the general block diagram of two types of these demodulators presented in (Gong et al., 2008) and (Asgarian & Sodagar, 2009a). The received analog carrier first passes through a 1-bit analog-to-digital converter (ADC). Then, the digitized carrier (BPSK) is fed into the edge detection block, which contains two D flip-flops. By defining two sinusoidal waveforms with 180° phase difference associated with “0” and “1” symbols, this block can easily detect the received data based on either rising (logic “1”) or falling (logic “0”) edges of the digitized signal. Additionally, as both rising and falling edges occur in the middle of the symbol time (\(T_{BPSK}/2\)), detection of either edge can be used as a reference in the clock and data recovery unit in order to extract a clock signal from the received carrier and reconstruct the desired bit stream. Obviously, it is necessary to reset the D flip-flops after each detection, but it should also be noted that between any two (or more) consecutive similar symbols an edge occurs that should not be detected as a change in the received data. Hence, for proper operation of the demodulator, a reset signal is needed after each symbol time is over and before the edge of the next symbol (which takes place in the middle of it). For this purpose, in (Gong et al., 2008) a capacitor is connected to a Schmitt trigger comparator, whose output is the required reset signal. After each edge detection, this capacitor is charged towards the switching point of the comparator. Thus, its voltage rise time, which should have a value greater than \(0.5T_{BPSK}\) and smaller than \(T_{BPSK}\), is chosen to be \(0.75T_{BPSK}\) in (Gong et al., 2008).

Another method of generating the reset signal is proposed by (Asgarian & Sodagar, 2009a), in which a 3-bit asynchronous counter has been designed in such a way that it starts counting after the detection of each edge. The most significant bit (MSB) of the counter goes high between \(0.5T_{BPSK}\) and \(T_{BPSK}\), and resets the D flip-flops. A free running 5-stage ring oscillator generates a clock signal \((f_{osc})\), which is used to prepare the clock of the counter. The oscillator frequency range is determined by the required activation time of the reset signal. As shown in Fig. 17, considering the two worst cases, the following conditions should be met

\[
3T_{osc} > 0.5T_{BPSK} .
\]
and

\[ 4T_{\text{osc}} < T_{\text{BPSK}} \]  

Therefore, frequency of the oscillator can be chosen between \( 4f_{\text{BPSK}} \) and \( 6f_{\text{BPSK}} \), which is set to \( 5f_{\text{BPSK}} \) in (Asgarian & Sodagar, 2009a).

Fig. 16. General block diagram of two noncoherent demodulators presented in (Gong et al., 2008) and (Asgarian & Sodagar, 2009a).

Fig. 17. Two worst cases for determining the range of \( f_{\text{osc}} \) in (Asgarian & Sodagar, 2009a)

Both of the described noncoherent BPSK demodulators have much lower power consumption than their coherent counterparts. Moreover, they can provide data rates equal to the carrier frequency provided that phase shifts are propagated through the wireless link quickly. In inductive links, this usually requires a low quality factor for the resonant circuits.
on the primary and secondary sides of the link (Fig. 3), which leads to higher power dissipation. In (Wang et al., 2005) a PSK transmitter with $Q$-independent phase transition time is reported. The circuit, however, only modulates the phase of the carrier within two carrier cycles. Due to these limitations, experimental results of the demodulator studied in (Gong et al., 2008) with an inductive link, shows a DRCF ratio of only 20%. Similarly to the DFSK demodulator, this again emphasizes that in order to take advantage of the maximum demodulator speed, optimization of the data link in multiple carrier topologies is essential. Most of the demodulators designed for IBMs can only operate with a specific carrier frequency, while their DRCF ratio is constant. In other words, at least one part of these circuits is dependent to the frequency of the modulated signal. For instance, in analog FSK demodulators (Ghovanloo & Najafi, 2004) and (Gong et al., 2008) the values of capacitors are determined based on the carrier frequency, or in (Hu & Sawan, 2005; Simard et al., 2010) the voltage controlled oscillator (VCO) is designed to work with a modulated carrier of 13.56 MHz. In (Asgarian & Sodagar, 2010) a carrier-frequency-independent BPSK (CFI-BPSK) demodulator is presented (Fig. 18). Similarly to (Asgarian & Sodagar, 2009a), the received data are detected based on rising or falling edge of the digitized carrier, while a new reset mechanism is proposed. As shown in Fig. 19, the required reset signal (EdgeReset) is generated by employing two different digitized waveforms (BPSK+ and BPSK-) of the received analog carrier. In this method, EdgeReset is activated after a falling edge occurs in both BPSK+ and BPSK- signals, and disabled with the first rising edge (or high level) of either BPSK+ or BPSK-. In order to fulfill these requirements, the reset generator is composed of a clipping circuit, and a control and edge detection block (Fig. 18). Experimental results of a prototype in (Asgarian & Sodagar, 2010) indicate that this circuit can achieve a DRCF ratio of 100% with capacitive links, while all of its components are independent of the carrier frequency.

![Block diagram of the CFI-BPSK demodulator (Asgarian & Sodagar, 2010).](image-url)
5. Conclusion

Wireless telemetry is one of the most important parts of IBMs, as it provides them with the power they require to operate, and also enables them to communicate with the external world wirelessly. Traditionally, wireless interfaces are implemented by inductive links. However, recently, employing capacitive links has been introduced as an alternative. Additionally, due to conflicting requirements of power and data telemetry, researches are mainly focused on utilizing multiple carrier or multiband links in both inductive and capacitive approaches. Besides size constraints, power dissipation in the human body is a key issue, especially in power telemetry where it may lead to excessive temperature increase in biological tissues. Hence, RF energy absorptions resulted from electromagnetic fields available in telemetry systems, should be evaluated by taking advantage of 3-D human body models and computational methods. In regards with forward data telemetry, recent works indicate that noncoherent BPSK demodulators are among the best choices for high data rate biomedical applications. These circuits are capable of providing DRCF ratios of up to 100%, provided that the link propagates phase shifts rapidly. This implies that the main speed limiting factor is going to be the wireless link and not the demodulator circuitry. Therefore, further optimization is needed in designing data links, where the capacitive method can potentially be a good solution.
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